Repetition-related reductions in neural activity reveal component processes of mental simulation
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In everyday life, people adaptively prepare for the future by simulating dynamic events about impending interactions with people, objects and locations. Previous research has consistently demonstrated that a distributed network of frontal–parietal–temporal brain regions supports this ubiquitous mental activity. Nonetheless, little is known about the manner in which specific regions of this network contribute to component features of future simulation. In two experiments, we used a functional magnetic resonance (fMR)-repetition suppression paradigm to demonstrate that distinct frontal–parietal–temporal regions are sensitive to the scenarios or what participants imagined was happening in an event (e.g. medial prefrontal, posterior cingulate, temporal–parietal and middle temporal cortices are sensitive to the scenarios associated with future social events), people (medial prefrontal cortex), objects (inferior frontal and premotor cortices) and locations (posterior cingulate/retrosplenial, parahippocampal and posterior parietal cortices) that typically constitute simulations of personal future events. This pattern of results demonstrates that the neural substrates of these component features of event simulations can be reliably identified in the context of a task that requires participants to simulate complex, everyday future experiences.
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INTRODUCTION

A growing number of neuroimaging studies have delineated neural correlates of the capacity to imagine or simulate future events. These studies of future event simulation have revealed that a distributed network of frontal–parietal–temporal brain regions underlies the flexible capacity to simulate hypothetical events that may one day come to pass in the personal future (Schacter et al., 2008; Szpunar, 2010). In a recent review of the literature, Schacter et al. (2012) noted that an important limitation of existing studies has been the use of relatively unconstrained task designs that do not readily allow the identification of component processes of future event simulation. For instance, simulated future events typically consist of scenarios that involve interactions with familiar people, objects and locations (D’Argembeau and Van der Linden, 2012), yet there has been little progress in identifying and distinguishing among these key components of future event simulations. A more complete and detailed understanding of future event simulation will require the development of paradigms that can systematically isolate the contributions of specific brain regions to specific features of future simulation (for initial attempts, see Hassabis et al., 2007; Szpunar et al., 2009; Andrews-Hanna et al., 2010a).

Here, we present a paradigm in which the content and frequency of simulated future events were systematically varied in order to evoke content-specific repetition-related reductions in neural activity. Functional magnetic resonance (fMR)-repetition suppression is a technique that evokes repetition-related reductions in neural activity to demonstrate that specific regions of the brain are sensitive to processing specific classes of stimuli (Grill-Spector et al., 2006; Schacter et al., 2007b). For instance, fMR-repetition suppression has been used to demonstrate that distinct regions of the medial temporal lobe are sensitive to the initial, relative to repeated, processing of objects and scenes (Litman et al., 2009), or items and their context (Diana et al., 2012). Although much of this research has been conducted within the domain of perceptual processing, the technique has been extended to identify processes involved in making self-other judgments (Jenkins et al., 2008), and more recently to distinguish between novel and repeated future event simulations (V. van Mulukom et al., submitted for publication). We propose that manipulating the content of future event simulation (e.g. whether a future event involves interacting with another person or object) and the frequency with which specific features of that content are simulated (e.g. people, objects and locations) can elucidate which brain regions support which aspects of future event simulation in the context of a complex simulation task.

Across two experiments, participants simulated future social (Exp. 1) or non-social (Exp. 2) events, and we manipulated the frequency with which familiar people (Exp. 1), objects, (Exp. 2) and locations (Exps 1 and 2) were included in those simulations. An advantage of directly manipulating the presentation of people, objects and locations in the context of future simulation is that the extensive research on these component features in non-simulation contexts allowed us to make informed predictions about how various frontal–parietal–temporal brain regions would contribute to the construction of complex event simulations. In particular, we made three predictions. First, simulated social (Exp. 1), but not non-social (Exp. 2), scenarios (i.e. what the participant imagines happening in an event) should preferentially engage a distributed set of medial prefrontal, parietal and lateral temporal regions commonly activated during tasks that focus attention on socially relevant interactions (Hari and Kujala, 2009; Van Overwalle, 2009). Second, simulations involving people (Exp. 1) and objects (Exp. 2) should preferentially engage regions commonly activated by tasks that focus attention on conceptual features of people and objects (such as middle and inferior frontal gyrus, respectively; Wig et al., 2009; Raposo et al., 2011). Third, simulated locations (Exps 1 and 2) should preferentially engage regions commonly activated by tasks that focus attention on scenes (i.e. parahippocampal and retrosplenial cortices; Epstein, 2008). However, activity in parahippocampal cortex should be more pronounced during non-social events as simulations of object use (Exp. 2), more so than interpersonal interactions (Exp. 1), direct attention to one’s immediate surroundings (i.e. objects...
typically require the individual to be aware of their immediate surroundings; e.g. when bouncing a basketball or writing with a pen; Mullally and Maguire, 2011).

To date, most studies of future simulation map specific frontal–parietal–temporal regions to specific processes on the basis of existing research concerning mental imagery of individual components of simulation (e.g. people or locations). To our knowledge, no paradigm has yet demonstrated the capacity to extract the neural signature of these various components of future thinking in the context of a simulation task involving multiple event components. However, the ability to distinguish the contributions of these regions in the context of a complex simulation task represents an important step toward the ability to conduct direct hypothesis-driven studies of future event simulation.

METHODS
Participants
Participants were 60 right-handed adults with normal or corrected-to-normal vision and with no prior history of neurological or psychiatric impairment. Fourteen participants were excluded from data analysis (six due to scanner error, six due to insufficient responding and two due to excessive movement). The remaining 46 participants [23 in Exp. 1 (14 female; mean age, 21.1 years); and 23 in Exp. 2 (13 female; mean age, 20.1 years)] were included in all subsequent statistical analyses. All participants provided informed written consent in accordance with the guidelines set by the Harvard University Institutional Review Board.

Experiment 1
Stimulus collection and preparation
One week before the fMRI session, participants visited the laboratory and generated a list of 72 familiar people (using Facebook friends lists) and 72 familiar locations that they were most likely to visit in the near future. The following restrictions directed the manner in which participants described their locations (maximum of five words per location): (i) for buildings with more than one room (e.g. My Apartment, William James Hall), participants were instructed to provide the name of a specific room within those buildings (e.g. My Apartment Kitchen; William James Lobby); (ii) participants were permitted to provide the name of only one room per building; (iii) for large areas of open space (e.g. JFK Park; Shaw’s Grocery Store), participants were instructed to name a particular subsection within those areas (e.g. Gates of JFK Park; Shaw’s Express Checkout); and (iv) participants were permitted to name only one subsection per large area of open space. The resulting lists of locations compiled by participants were diverse and tended to include: rooms in friends’ homes, locations on school campus, familiar meeting places and familiar stores. Prior to returning for the fMRI portion of the experiment, a randomized set of location–person pairs were created for each participant (i.e. names of locations were randomly paired with names of people; assignment of location–person pairs to various conditions of the experiment was also completely randomized in order to further offset any uncontrolled effects of stimulus familiarity).

Procedure
Immediately prior to scanning, participants were given practice with sample experimental trials, and the experimenter made sure that all instructions were fully understood. In the scanner, participants were presented with experimental trials in an event-related manner across nine separate scans. Each trial lasted 12.5 s and consisted of the following sequence (left panel of Figure 1A): (i) the word 'simulate' presented in the center of the computer screen for 2.5 s, alerting participants that they were about to simulate a future event; (ii) a location–person pair presented for 7.5 s (location above person), indicating the specific future event participants were to simulate (i.e. use the full trial to imagine a future event in the given location interacting with the given person); and (iii) the question ‘how difficult?’ presented above a four-point rating scale for 2.5 s, alerting participants to rate, with a button press, how difficult it was for them to simulate the future event; 1 = easy, 4 = difficult. The presentation of each trial was randomly interleaved with 2.5, 5, 7.5 or 10 s of fixation, so as to introduce temporal jitter into the experimental design and thereby allow for event-related analyses.

The nine scans involving experimental trials were divided into exposure scans and analysed scans (left panels of Figure 1B). During exposure scans (1, 2, 4, 5, 7 and 8) participants simulated future events based on a series of location–person pairs that were systematically related to location–person pairs that would later be presented during analysed scans (3, 6 and 9). For instance, during the first (exposure) scan participants were presented with and simulated a future event in response to 16 location–person pairs. During the second (exposure) scan, participants were presented with and simulated a future event in response to the same 16 location–person pairs from the first scan (presented in a new random order; informal interviews following the experiment indicated that the relatively small number of events that were repeated across scans enabled participants to comfortably simulate the same events). During the third (analysed) scan, participants were presented with and simulated a future event in response to 20 location–person pairs. Four of the analysed scan pairs had been presented in the first and second exposure scans (repeat trials). Four of the analysed scan pairs involved a location that had been presented in the first and second exposure scans, but that was now paired with a new person that had not previously been encountered during the course of a cycle of stimulus exposure (i.e. during the previous two exposure scans; new person trials). Four of the analysed scan pairs involved a person that had been presented in the first and second exposure scans, but that was now paired with a new location that had not previously been encountered in the course of a cycle of stimulus exposure (new location trials). Four of the analysed scan pairs involved both a location and person that had not been previously encountered during the course of a cycle of stimulus exposure (novel trials). Finally, four of the analysed scan pairs involved a location and a person that had been presented in the first and second exposure scans, but as part of separate pairs and were now paired together (repair trials). The 20 analysed scan pairs were presented in random order.

This procedure was repeated during scans 4–6 and scans 7–9 using locations and people that had not previously been encountered during the course of the scanning session. Exposure scans lasted 5 m and 40 s. Analysed scans lasted 6 m and 55 s. All subsequent data analyses are based on data from analysed scans. That is, the effects of repeated simulation on various component features of events were assessed between trials that occurred within the same scan (e.g. the comparison of novel trials against repeat trials was expected to reveal the frontal–parietal–temporal network of brain regions commonly associated with simulating future events). This method of analysis helped to avoid potential problems associated with timing of trial presentations and fatigue that might have arisen if estimates of repetition suppression had been assessed across scans (e.g. examining the neural response associated with repeated presentations of repeat trials).1

1 We note further that repetition was manipulated across scans in order to minimize cognitive demand (i.e. number of simulated events) within individual scans. Nonetheless, studies of future simulation have also utilized repetitions of events within scans and obtained converging results (V. van Mulukom et al., submitted for publication).
Data acquisition and analysis

fMRI acquisition. Imaging was conducted on a 3T Siemens Magnetom TimTrio Scanner, equipped with a 12-channel head coil. A laptop computer running E-Prime software controlled stimulus display via an LCD projector, which projected onto a screen placed at the head of the bore. Participants viewed the screen through a mirror fastened to the head coil. Cushions were used to minimize head movement and earplugs dampened scanner noise. Participants made responses using a button box placed in their right hand.

Anatomical images were acquired using a high-resolution three-dimensional magnetization-prepared rapid gradient echo sequence (MPRAGE; 176 sagittal slices, echo time [TE] = 1.64 ms, repetition time [TR] = 2530 ms, flip angle = 7°, voxel size = 1 mm x 1 mm x 1 mm). Functional images (136 for exposure scans, 166 for analysed scans) were collected using a T2* gradient echo, echo-planar imaging (EPI) sequence sensitive to blood oxygen level-dependent (BOLD) contrast (TR = 2500 ms, TE = 30 ms, flip angle = 90°, 3 mm x 3 mm x 3 mm in-plane resolution). Whole-brain coverage was obtained with 39 contiguous slices, acquired parallel to the anterior–posterior commissure plane (3 mm slice thickness, 0.5 mm skip between slices).

Imaging analyses. Imaging data acquired during analysed scans were preprocessed and statistically evaluated using SPM8 (Wellcome Department of Imaging Neuroscience, London, UK). First, these data were preprocessed to remove sources of noise and artifact. The first four volumes (10 s) of each scan were excluded from analyses to account for T1 saturation effects. Preprocessing included slice-time correction to correct for differences in acquisition time between slices for each whole-brain volume; realignment within and across runs to correct for head movement; spatial normalization to the Montreal Neurological Institute (MNI) template (resampled at 2 mm x 2 mm x 2 mm voxels); and spatial smoothing [8 mm full-width at half maximum (FWHM)] using a Gaussian kernel.

Preprocessed data were analysed using the general linear model. For each participant (i.e. fixed effects models), the BOLD response to each trial type (i.e. repeat trials, novel trials, new person trials, new location trials and repair trials) was modeled using SPM8’s canonical hemodynamic response function over a 12.5 s time window (i.e. an epoch) that immediately followed trial onset. Because the only difference across trials was the type of event that was being simulated (e.g. novel trials vs repeat trials), it was assumed that statistical differences...
emerging as a result of contrasts between trial types could be safely attributed to differences in the makeup of events rather than to the processing of the initial simulate cue or the subsequent difficulty rating (no reaction time differences across conditions; see Results).

The results of the fixed effects analyses were moved forward to a group-level (i.e. random effects) analysis. These analyses involved planned contrasts across the five trial types (within the context of a One-Way Analysis of Variance) that were meant to identify regions involved in constructing simulated representations of future social events, the scenarios that make up future social events (i.e. what the participant imagines happening in an event), the people involved in future social events, and the locations where future social events take place. Additionally, our experimental design allowed us to isolate neural correlates associated with event novelty and repetition. The underlying logic of each of the planned contrasts was as follows: (i) simulated representations of future social events [novel trials (i.e. events simulated for the first time) > repeat trials (i.e. events simulated a third time)]; (ii) simulated representations of the scenarios that make up future social events [i.e. what the participant imagines happening in an event] [(new person trials + (new location trials) > repeat trials, simulating a new person or a new location necessarily required participants to generate new scenarios, whereas repeat trials involved re-simulating a scenario for a third time (this analysis was further supplemented by comparing repair trials against repeat trials; repair trials involved locations and people that had separately been encountered over the course of a cycle of stimulus exposure, but that were now paired together, and hence also required participants to generate a new scenario)]; (iii) the people involved in future social events [(new person trials > repeat trials, holding constant the number of times a location had been simulated, new person trials required participants to simulate a person for the first time, whereas repeat trials involved re-simulating a person for a third time) exclusively masked with (new location trials > repeat trials, to ensure that activations were unique to people)]; (iv) the locations where future social events take place [(new location trials > repeat trials, holding constant the number of times a person had been simulated, new location trials required participants to simulate a location for the first time, whereas repeat trials involved re-simulating a location for a third time) exclusively masked with (new person trials > repeat trials, in order to assure that activations were unique to locations)]; (v) novelty [(novel trials > repeat trials) (i.e. trials involving both a new person and a new location) exclusively masked with (new location + new person trials > repeat trials) (i.e. trials involving only a new person or only a new location)]; and (vi) repetition [repeat trials (i.e. events simulated for a third time) > novel trials (i.e. events simulated for the first time)].

Each contrast (i.e. direct contrasts, conjunctions and masked contrasts) was whole-brain corrected (FWE) at P < 0.05. An extent threshold of five contiguous activated voxels (2 mm × 2 mm × 2 mm) was applied. Finally, the peak MNI coordinates of active regions were converted to Talairach space, and regions of activations were localized in reference to a standard stereotaxic atlas.

**Experiment 2**

**Stimulus collection and preparation**

One week before the fMRI session, participants visited the laboratory and generated a list of 72 familiar locations according to the parameters outlined in Experiment 1. Additionally, a list of 72 object–action pairs (e.g. pen–write, basketball-bounce) that were most familiar to the sample of participants from whom we were drawing (i.e. Boston University undergraduates) was compiled in a pilot experiment (N=20) and subsequently used for each participant in the fMRI study. Prior to returning for the fMRI portion of the experiment, a randomized set of location–object–action pairs were created for each participant. Although participants in Experiment 2 did not generate the list of object–action pairs, post-scan interviews determined that participants had imagined using personal objects from their own lives (e.g. when prompted by the cue pen–write, participants imagined using a pen of their own).

**Procedure, data acquisition and analysis**

All aspects of Experiment 2 were identical to that of Experiment 1 except that names of familiar people were replaced by names of familiar objects (i.e. object–action pairs; see right panels of Figure 1A and B). As a result the contrasts of interest were designed to isolate: non-social future events, non-social scenarios, objects, locations, novelty and repetition.

**RESULTS**

**Experiments 1 and 2**

**Behavioral results**

Analysis of participants’ ratings of difficulty demonstrated a behavioral priming effect in Experiment 1 [χ²(4, N=23) = 18.25, P < 0.001] and Experiment 2 [χ²(4, N=23) = 14.23, P = 0.006], such that repeat trials (Mdn = 1) came to mind more easily than all other trial types (Medians = 2), lowest z = 2.16, P = 0.031; no other differences emerged between trial types. Importantly, reaction times for difficulty ratings did not differ as a function of trial type in Experiment 1 (Grand M = 1058 ms; F<1) or Experiment 2 [Grand M = 1099 ms; F(4, 88) = 1.23, P = 0.304], and ratings of difficulty (all zs < 1) and reaction times (F<1) did not differ across the two experiments.

**Simulating future social and non-social events**

Initial, relative to repeated, simulations (i.e. novel trials > repeat trials) of future social (Exp. 1; see top left panel of Figure 2; Table 1) and non-social (Exp. 2; see bottom left panel of Figure 2; Table 2) events recruited distributed sets of frontal–parietal–temporal brain regions commonly associated with future event simulation (Schacter et al., 2007b, 2008; Szpunar, 2010). Specifically, simulations of future social events were associated with peaks of activity in (a) medial prefrontal; (b) posterior cingulate; (c) left angular; and (d) left middle temporal (extending to superior temporal sulcus) cortices, whereas simulations of future non-social events were associated with peaks of activity in (a) medial prefrontal; (b) retrosplenial; (c) bilateral angular (extending to occipital); and (d) bilateral parahippocampal cortices. While informative, these general contrasts do not reveal which regions are involved in constructing scenarios, people, objects or locations that constitute simulations of future social and non-social events. To elucidate which regions underlie these processes, we further compared and contrasted new person (Exp. 1), new object (Exp. 2), new location (Exps 1 and 2), and repair (Exps 1 and 2) trials against repeat trials (as outlined in the Methods).

**Simulating scenarios in social and non-social events**

As predicted on the basis of functional brain imaging studies of social interaction (e.g. Hari and Kujala, 2009; Van Overwalle, 2009), initial, relative to repeated, simulations of social scenarios (i.e. what the event is about; Exp. 1; see top right panel of Figure 2; Table 1) engaged dorsal/anterior/ventral medial prefrontal, posterior cingulate, left temporal–parietal and left middle temporal (extending to superior temporal sulcus) cortices. Conversely, initial, relative to repeated, simulations of non-social scenarios (Exp. 2; bottom right panel of Figure 2; Table 2) most prominently engaged retrosplenial cortex and left angular gyrus (extending to occipital cortex). Importantly,
regions associated with simulated representations of social (Exp. 1) and non-social (Exp. 2) scenarios demonstrated little overlap, suggesting that simulations of social and non-social scenarios are largely subserved by distinct neural substrates (Figure 3).

It is possible, however, that new person, new location and repair trials (Exp. 1) did not evoke entirely new scenarios; new person trials might have simply involved imagining the same scenario in a particular location, but with a new person. If so, then processes related to elaboration of prior scenarios could explain this particular aspect of the results. This possibility also applies to new object, new location and repair trials in Experiment 2. Hence, future work may need to more clearly discriminate between the generation of novel scenarios and elaboration of prior scenarios.

Simulating people in social events and objects in non-social events
As predicted on the basis of functional brain imaging studies of person and object representation, initial, relative to repeated, simulations of people (Exp. 1; see top right panel of Figure 2; Table 1) engaged a number of anterior/ventral medial prefrontal regions (e.g. Raposo et al., 2011), whereas initial, relative to repeated, simulations of objects (Exp. 2; see bottom right panel of Figure 2; Table 2) engaged regions of left inferior prefrontal and left premotor cortices (e.g. Wig et al., 2009).

Simulating locations in social and non-social events
As predicted on the basis of functional brain imaging studies of location representation (e.g. Epstein, 2008), initial, relative to repeated, simulations of locations in the context of social events (Exp. 1; see top right panel of Figure 2; Table 1) engaged a distributed set of medial parietal and temporal brain regions, including most prominently left posterior cingulate extending to right and left angular gyrus, and some activity in the medial temporal lobe (left hippocampus and right parahippocampal gyrus). Similarly, initial simulations of locations in the context of non-social events (bottom right panel of Figure 2; Table 2) also engaged a distributed set of medial parietal and temporal brain regions, including most prominently retrosplenial,
Table 1  Simulating future interactions with people

<table>
<thead>
<tr>
<th>Novel &gt;  Repeated</th>
<th>Social scenario</th>
<th>Person</th>
<th>Location</th>
<th>BA</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>t</th>
<th>Voxels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region</td>
<td>Region</td>
<td>Region</td>
<td>Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRONTAL</td>
<td>FRONTAL</td>
<td>FRONTAL</td>
<td>FRONTAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mPFC</td>
<td>a/v mPFC</td>
<td>a/v mPFC</td>
<td>a/v mPFC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dmPFC</td>
<td>dmPFC</td>
<td>dmPFC</td>
<td>dmPFC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PARIETAL</td>
<td>PARIETAL</td>
<td>PARIETAL</td>
<td>PARIETAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCC</td>
<td>PCC</td>
<td>PCC</td>
<td>PCC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L AG</td>
<td>L AG</td>
<td>L AG</td>
<td>L AG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEMPORAL</td>
<td>TEMPORAL</td>
<td>TEMPORAL</td>
<td>TEMPORAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L mid. TG</td>
<td>L mid. TG</td>
<td>L mid.</td>
<td>L mid. TG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L HF</td>
<td>L HF</td>
<td>L HF</td>
<td>L HF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L PHG</td>
<td>L PHG</td>
<td>L PHG</td>
<td>L PHG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUB-GYRAL</td>
<td>SUB-GYRAL</td>
<td>SUB-GYRAL</td>
<td>SUB-GYRAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midbrain</td>
<td>Midbrain</td>
<td>Midbrain</td>
<td>Midbrain</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thalamus</td>
<td>Thalamus</td>
<td>Thalamus</td>
<td>Thalamus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Caudate</td>
<td>L Caudate</td>
<td>L Caudate</td>
<td>L Caudate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L GP</td>
<td>L GP</td>
<td>L GP</td>
<td>L GP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEREBELLUM</td>
<td>CEREBELLUM</td>
<td>CEREBELLUM</td>
<td>CEREBELLUM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

BA, Brodmann’s area; L, left; R, right; a, anterior; d, dorsal; l, lateral; m, medial; mid, middle; v, ventral; ACC, anterior cingulate cortex; AG, angular gyrus; FG, frontal gyrus; GP, globus pallidus; HF, Hippocampal Formation; PCC, posterior cingulate cortex; PFC, prefrontal cortex; PHG, parahippocampal gyrus; preC, precuneus; Rsp, retrosplenial cortex; TG, temporal gyrus; TPJ, temporal–parietal junction.
### Table 2: Simulating future interactions with objects

<table>
<thead>
<tr>
<th>Novelty</th>
<th>Repeated</th>
<th>Region</th>
<th>BA</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>t</th>
<th>Voxels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Frontal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L sFG</td>
<td>8</td>
<td>19</td>
<td>20</td>
<td>44</td>
<td>5.48</td>
<td>99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L IFG</td>
<td>47</td>
<td>27</td>
<td>27</td>
<td>4.61</td>
<td>273</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L mPFC</td>
<td>10</td>
<td>12</td>
<td>39</td>
<td>8</td>
<td>6.03</td>
<td>292</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R mid. FG</td>
<td>9</td>
<td>6</td>
<td>54</td>
<td>15</td>
<td>4.95</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Parietal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L sFG</td>
<td>39</td>
<td>40</td>
<td>76</td>
<td>31</td>
<td>8.14</td>
<td>701</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L IFG</td>
<td>41</td>
<td>74</td>
<td>31</td>
<td>6.42</td>
<td>312</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L mPFC</td>
<td>29</td>
<td>-3</td>
<td>-51</td>
<td>16</td>
<td>4.97</td>
<td>34</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Temporal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L PHG</td>
<td>36</td>
<td>21</td>
<td>39</td>
<td>8</td>
<td>7.37</td>
<td>403</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>36</td>
<td>25</td>
<td>25</td>
<td>11</td>
<td>7.21</td>
<td>280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L mPFC</td>
<td>28</td>
<td>19</td>
<td>16</td>
<td>16</td>
<td>4.97</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Insula</td>
<td>37</td>
<td>-47</td>
<td>-52</td>
<td>-1</td>
<td>6.24</td>
<td>171</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L sTG</td>
<td>22</td>
<td>-51</td>
<td>-10</td>
<td>5.1</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Occipital</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Insula</td>
<td>13</td>
<td>38</td>
<td>18</td>
<td>18</td>
<td>7.34</td>
<td>1608</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L Caudate</td>
<td>21</td>
<td>16</td>
<td>13</td>
<td>5.65</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thalamus</td>
<td>13</td>
<td>13</td>
<td>10</td>
<td>4.9</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>12</td>
<td>-70</td>
<td>-21</td>
<td>6.73</td>
<td>750</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cerebellum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>10</td>
<td>-48</td>
<td>-37</td>
<td>6.97</td>
<td>288</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** BA, Brodmann’s area; L, left; R, right; a, anterior; d, dorsal; i, inferior; I, lateral; m, medial; mid, middle; s, superior; v, ventral; ACC, anterior cingulate cortex; AG, angular gyrus; FG, frontal gyrus; FusG, Fusiform gyrus; GP, globus pallidus; OG, occipital gyrus; PL, parietal lobule; PCC, posterior cingulate cortex; PFC, prefrontal cortex; pMFC, premotor cortex; PHG, parahippocampal gyrus; preC, precuneus; Rsp, retrosplenial cortex; TG, temporal gyrus
bilateral parahippocampal and right angular cortices. Importantly, medial temporal lobe activity (particularly in bilateral parahippocampal gyri) was considerably more extensive when simulated future events revolved around interactions with objects (Exp. 2) than with people (Exp. 1) (Figure 2), suggesting that the manner in which features of the simulated environment are processed differs across the two contexts.

**Novelty and repetition**

Initial simulations of completely novel social events (top right panel of Figure 2; Table 1) were associated with activity in a distributed set of brain regions including anterior cingulate cortex, left hippocampus and right cerebellum. On the other hand, initial simulations of completely novel non-social events (bottom right panel of Figure 2; Table 2) most prominently activated left lateral prefrontal cortex, left insula and right cerebellum. Repeated simulations of future social and non-social events were both associated with activity in right precuneus/cuneus border (Figure 4; BA 40; xyz = −64, −32, 31 and −31, 40). Moreover, repeated future social events were associated with activity in bilateral posterior parietal lobule (Figure 4; BA 7, Exp. 1, xyz = 14, −68, 32, Exp. 2, xyz = 10, −70, 34). We elaborate further on the potential significance of our findings in relation to event novelty and repetition in the Discussion section.

**DISCUSSION**

A rapidly growing line of research has demonstrated that a distributed set of frontal–parietal–temporal brain regions support the capacity to simulate personal future events (Schacter et al., 2007a; Buckner et al., 2008; Schacter et al., 2008, 2012; Spreng et al., 2009; Szpunar, 2010). The present results show that repetition-related reductions in neural activity can be used to identify the contributions of specific regions to specific features of future event simulation in the context of a task that requires simulation of complex, everyday future experiences. By manipulating the content of future event simulation and the frequency with which that content was simulated, we showed that distinct regions support the simulated social scenarios (medial prefrontal, posterior cingulate, temporal–parietal and middle temporal cortices), people (medial prefrontal cortex), objects (inferior frontal and premotor cortices) and locations (posterior cingulate/retrosplenial, parahippocampal and lateral parietal cortices) that typically constitute simulations of the personal future.
This pattern of results provides a powerful demonstration that functional brain imaging techniques can be used to reliably dissociate component features of multi-faceted mental simulations in the context of an experimental task that invokes complex imagined scenarios that are similar to those that characterize future thinking in everyday settings. It is important to note, however, that the features of future event simulation identified here (i.e. scenarios, people, objects and locations) also represent multidimensional constructs, and future research will need to further elucidate the contributions of specific regions. For instance, what unique or overlapping processes do medial prefrontal, posterior cingulate, temporal–parietal and middle temporal cortices contribute to the generation of simulated social scenarios? The present results suggest that repetition suppression techniques represent a fruitful avenue for answering such questions.

Our results also elucidate the neural correlates of integrated future events, as opposed to individual features of events, in terms of both novelty and repetition. Although various regions were found to be sensitive to specific features of future event simulation, other regions were only sensitive to events that were novel in all respects (i.e. events that involved a novel scenario, location and person/object). Notably, the identity of regions sensitive to event novelty differed depending on whether participants had simulated future interactions with people (most prominent activations in anterior cingulate cortex and left hippocampus; V. van Mulukom et al., submitted for publication) or objects (most prominent activations in left lateral prefrontal cortex and left insula). This pattern suggests that the neural signature of event novelty may be systematically related to the content of simulation, as was the case with specific features of simulation. Although the present experiments were not designed to isolate processes that have previously been associated with hippocampus (for review and discussion, see Addis and Schacter, 2012), it is noteworthy that this region was responsive to event novelty (V. van Mulukom et al., submitted for publication).

With regard to event repetition, precuneus/cuneus border was found to track the frequency with which future events had been simulated (right panel of Figure 4). Indeed, previous studies have shown that a region similar to precuneus/cuneus border observed in the current study was preferentially engaged by repeated stimuli in a variety of contexts (e.g. identifying environmental sounds, Bergerfest et al., 2004; repeated recall of word pairs, Hashimoto et al., 2011; sentence judgments, Hasson et al., 2006; facial identification, Ida Gobbini and Haxby, 2006; and continuous recognition of colored photos, Suzuki et al., 2011). One possibility is that precuneus/cuneus border processes information that correlates with repetition (Szpunar and Schacter, in press), such as subjective detail (Fletcher et al., 1995; Cavanna and Trimble, 2006) and/or plausibility (Weiler et al., 2010). This
suggestion, however, raises an interesting puzzle. Given that activity in precuneus was dissociated from activity in regions sensitive to specific features of future event simulations (see also Buckner et al., 2008; Margulies et al., 2009; Andrews-Hanna et al., 2010b), how is information related to frequency (or perhaps detail or plausibility) of simulation transferred to precuneus? The development of a more complete understanding of the relations between fronto–parietal–temporal regions involved in representing various features of future event simulation and precuneus represents an exciting avenue for future research.

Notably, the fronto–parietal–temporal regions associated with future event simulation in this and other experiments (Addis et al., 2007; Szpunar et al., 2007) closely resemble the default network that has become synonymous in the literature with cognitive tasks that require attention to be directed inwards, and away from the external environment (Shulman et al., 1997; Raichle et al., 2001; Buckner et al., 2008; Andrews-Hanna et al., 2010b; Andrews-Hanna, 2012; Spreng, 2012). Nonetheless, a recent meta-analysis demonstrated that although default regions are similar to those involved in future event simulation, they do not overlap completely (Spreng et al., 2009). Moreover, recent studies have shown that regions not typically associated with the default network are commonly engaged by tasks such as autobiographical memory retrieval and future event simulation (Spreng et al., 2010; St. Jacques et al., 2011). Accordingly, although it will be important for future research to examine the extent to which activity associated with integrated brain networks, such as the default network, can be deconstructed using techniques such as the one presented here, we stress that complex cognitions such as future event simulation draw on a number of brain regions that are likely distributed across various brain networks.

Moving forward, it will be important not only to understand the manner in which such networks interact with one another, but also to avoid limiting our understanding of complex cognitive functions such as future event simulation by attempting to isolate them to the domain of singular networks. As an example, Margulies et al. (2009) demonstrated that ventral precuneus possesses transitory connectivity with posterior cingulate/retrosplenial cortex, a hub of the default network; an observation that potentially helps to elucidate how precuneus interacts with regions of the brain responsible for representing various aspects of simulated events.

CONCLUSION

In summary, future event simulation represents a dynamic cognitive activity that typically revolves around a number of closely interrelated features, including simulated scenarios, people, objects and locations. Such simulations constitute an adaptive feature of cognition that serve important functions in everyday life (Ingvar, 1979, 1985; Suddendorf and Corballis, 1997, 2007; Schacter et al., 2008; Szpunar, 2010; Schacter, 2012; Hassabis et al., in press). Understanding the neural basis of this adaptive process requires an ability to distinguish among the brain regions that support component features of mental simulations. In two experiments, we have demonstrated that manipulations of the content and frequency of future event simulation can reliably bring about content-specific repetition-related reductions in neural activity that help to identify the contributions of specific regions to complex simulations of the future. Functional brain imaging techniques that can be used to identify the components of complex future event simulations, as shown here, should not only broaden and deepen our understanding of future thinking in healthy individuals, but could also provide novel insights into the breakdown of simulation-related processes in various disorders of future thinking, including such conditions as amnesia, depression and anxiety (for review, see Addis and Schacter, 2012; Schacter et al., 2008, 2012; Szpunar, 2010). We are thus optimistic that the approach described here constitutes only a first step toward a broad understanding of the neural basis of mental simulation and future thinking.
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